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Abstract

Due to the large number of emails that people receive,
it is not just about filtering what is spam or not, but it
is also essential to help people filter what requires their
attention from something that can be done by an intel-
ligent agent. If we consider the scenario of a sales rep-
resentative who sells software licenses, for example, it
is common to receive requests for quotations from their
customers about the price of software licenses. We be-
lieve that it is possible to implement an agent that could
read the emails, understand what is requested, and re-
spond to their emails automatically.

Introduction.

Related works
Related works.

Deep Learning
In this section, we will discuss the sequence-to-sequence
model using recurrent neural networks and transformers. In
addition, we also discuss how a BERT model works.

Sequence-to-sequence
The encoder-decoder architecture was initially proposed by
(Cho et al. 2014). Although simple, the idea is powerful: use
a recurrent neural network to encode the input data and a
recurrent neural network to decode the encoded input into
the desirable output. Two neural networks are trained.

(Graves 2013) - Generating sequences with LSTM
- Attention is all you need

BERT
BERT is a short for Bidirectional Encoder Representations
from Transformers, proposed by (Devlin et al. 2018). Trans-
formers network was proposed by (Vaswani et al. 2017) and
use the attentions mechanism, proposed by (Bahdanau, Cho,
and Bengio 2015), to learn representations between words
that can express their contextual meaning.
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The original BERT model was pre-trained in a corpus
comprising Wikipedia and Book Corpus. BERT has two pre-
trained models available: BERT large, with 345M parame-
ters (24 layers) and BERT base, with 110M (12 layers).

The model was pre-trained for masked language model-
ing nas next sentence predictions tasks. However, with the
replacement of the last layer and fine-tuning, the model can
be used for other tasks, using the same parameters as the
original BERT model.

discuss it here
In a nutshell, the difference is that self-attention is only

applied to the input sequence, while cross-attention is ap-
plied to the input and output sentences.

Dataset
As the project focus is on automatic email reply, The Enron
Email Dataset1 was used to train the model. The dataset con-
tains only the emails raw data. Therefore, a parser2 was built
to extract the email and the replies from the raw data of the
email.

To identify whether an email has a reply or not, we
look for emails that contain the string -----Original
Message-----. After filtering only emails with non-
empty replies, those emails were parsed into an input se-
quence (the original email) and a target sequence (the reply
email). The entire extraction was done automatically, that is,
we did not extract or adjust any email manually.

Two libraries were used to parse the dataset: talon3,
provided by Mailgun, and email, provided by Python.
The email package returns the email body with the entire
thread. To extract only the last reply from an email thread,
the talon package was used.

The original dataset contains 517 401 raw emails. After
parsing the raw dataset, the new dataset consisted of 110 205
input and target pairs. As the resources available to fine-
tune the model were limited, only emails with less than 256
characters were used. The final dataset consisted of 40 062
emails. All of these input and target pairs were used to train
the BERT model.

1https://www.kaggle.com/wcukierski/enron-email-dataset
2https://www.kaggle.com/claudioscheer/extract-reply-emails
3https://github.com/mailgun/talon

https://www.kaggle.com/wcukierski/enron-email-dataset
https://www.kaggle.com/claudioscheer/extract-reply-emails
https://github.com/mailgun/talon


21 emails that were not correctly parsed were used to eval-
uate the model and obtaing the BLEU score. These emails
were chosen manually from the dataset.

Implementation
A pre-trained BERT model, provided by Hugging Face4,
was used. Hugging Face also provides a PyTorch library
for using the pre-trained models. Therefore, this library was
used to implement the sequence-to-sequence model, with
PyTorch 1.5.1.

The BertModel class provided by Hugging Face can
behave as an encoder or decoder. The difference is that, for
the encoder, only a layer of self-attention is used and, for
decoder, a layer of cross-attention is added between the lay-
ers of self-attention. The difference between these attention
mechanisms is discussed in Section BERT.

In this paper, the BERT base architecture was used. This
model uses fewer resources, which allowed us to increase
the batch size. To fine-tune the model, the following hyper-
parameters was used:

• Learning rate: 1e−4;
• Warm-up steps: 5000;
• Epochs: 10.5;
• Adam epsilon: 1e−4, same as in the original BERT paper

(Devlin et al. 2018);
• Batch size: 10;
• Beam search hypothesis: 3;

In the fine-tune process, an EC2 spot instance on AWS
was used. A checkpoint of the model was saved every 20 000
steps, mitigating the loss of processment if the instance was
suddenly stopped. The instance was equipped with a 16 GB
NVIDIA T4 GPU (CUDA 10.2).

The batch size was limited by the amount of GPU mem-
ory available. We also tested to accumulate and update the
gradients after 4 steps, but we did not see any improvements.

Different values were tested for the learning rate and
epochs, with and without warm-up. Figure 1 shows the fi-
nal results of the learning rate update during the fine-tuning
process.
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Figure 1: Learning rate schedule

Figure 2 shows the loss function value over the fine-tuning
process. We do not know why, but loss function shows a
greater decrease at the end of each epoch.

Some hyperparameters configuration shows bad results in
the loss function. For example:

4https://huggingface.co/
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Figure 2: Loss function

• learning rates greater than 1e−4 did not make the model
converge;

• the use of a warm-up period allowed the model to con-
verge in less epochs;

• a high number of epochs almost causes an overfitting of
the model;

The last changed hyperparameter was the number of hy-
pothesis explored in each branch of the beam search. A num-
ber greater than 3 resulted in more words being out of con-
text in the generated reply email.

Results
The fine-tuned model still has some noise in the replies gen-
erated. Therefore, only the first part of the text of the gener-
ated replies was used. This is valid for the BLEU score and
for the subjective evaluation.

The BLEU score was used to get a quantitative result of
the model. Using the evaluation dataset, the BLEU score
was 0.0. This does not mean that the replies were bad. This
means that the generated replies do not match to the replies
originally sent. Table 1 shows some examples of why the
BLEU score was 0.0.

Input Target Generated
nevermind. are
you at work?

yea i’m all alone
over here...

what re your
plans for tomor-
row?

drop prentice’s
car off at shop;
go to dome

leaving early to-
morrow. leaving
early. leaving
early. leaving
early.

I just refaxed it.
For your infor-
mation, my total
hours is 49.

I noted your
hours..I will
look for the t/s
Thanks Lisa!

Thanks Rick,
and let’s talk af-
ter the holidays
about a new
game plan...
Best regards and
happy thanks-
giving. Jaime
Williams.

Table 1: Example of generated replies

As shown in Table 1, BLEU is not a good option for this
problem. Therefore, a subjective assessment of the replies

https://huggingface.co/


was made. We generated some replies, created a form using
Google Forms, and asked some people to answer the ques-
tionnaire.

The question asked for each reply generated was: Was this
reply generated using Artificial Intelligence software? The
interviewee could choose only yes or no.

The form contains only five emails and replies. The Ta-
ble 2 shows the results of the test answered XXX times. The
column AI? shows the percentage of answers that believed
the reply was generated by an AI system. The column Cor-
rect? shows whether what people believed was correct or
not.
Explain here the results of the form.

Conclusion
Despite the small dataset used and limited resources avail-
able, the fine-tuned model performed well. In a further
works, the dataset must be revised to avoid data that may
cause noise in the predictions.
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Email Reply AI? Correct?
Let me know if this works. This works great. Will let you know. as soon as I

get a chance, let me know
0% yes

Following are the terms under which I ran the
Forward Obligation report and received this mes-
sage: General SQL error. ORA-00907: missing
right parenthesis. Terms: Let me know what you
find. Thanks!

Kate, I ran the report with the exact same options
and it came right up. Try it again, exactly as before.
Usually if it works for one person and not the other
it is a security issue. Let me know what happens.
Thanks, Brettther

0% yes

Didn’t you trade uranium at one time? Yeah, I know the buisness VERY well. 0% no
Are you free for drinks either Monday or Wednes-
day?

Yes 0% no

Mons, I would be available on the 25th, 26th
or 27th. I cannot make it the week of the 18th.
Thanks, Bill.

OK, so, let’s see if we can get together later today.
I have to leave at 16:00 for a few minutes, but I am
sure that I will be out at that moment. Thank you
Kim.

0% yes

Table 2: Is it AI? test
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