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Deep Learning
In this section, we will discuss the sequence-to-sequence
model using recurrent neural networks and transformers.
Also, in a nutshell, we discuss how a BERT model works.

Sequence-to-sequence
The encoder-decoder architecture was initially proposed by
(Cho et al. 2014). Although simple, the idea is powerful: use
a recurrent neural network to encode the input data and a
recurrent neural network to decode the encoded input into
the desirable output. Two neural networks are trained.

(Graves 2013) - Generating sequences with LSTM
(Bahdanau, Cho, and Bengio 2015) - Proposed attention
(Vaswani et al. 2017) - Attention is all you need

BERT
(Devlin et al. 2018) - BERT

Similarly to the original sequence-to-sequence model us-
ing a recurrent neural network, the model discussed in this
paper uses two BERT neural network: one neural network to
encode the input and another to decode the input encoded.

Dataset
As we focused our project on automatic email reply, we used
The Enron Email Dataset1 to train our model. The dataset
contains only the raw data of the emails. Therefore, we cre-
ated a parser2 to extract the email and the replies from each
email.

To identify whether an email has a reply or not, we
look for emails that contain the string -----Original
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1https://www.kaggle.com/wcukierski/enron-email-dataset
2https://www.kaggle.com/claudioscheer/extract-reply-emails

Message-----. After filtering only emails with non-
empty replies, we parse those emails in an input sequence
(the original email) and in the target sequence (the reply
email). The entire extraction was done automatically, that
is, we did not manually extract or adjust any email.

We used two libraries to parse the dataset: talon3, pro-
vided by Mailgun, and email, provided by Python. The
email package returns the email body with the entire
thread. To extract only the last reply from an email thread,
we use the talon package.

The original dataset contains 517,401 raw emails. After
parsing the raw dataset, we created a dataset with 110,205
input and target pairs.

In the parsed dataset, we have 8,368 pairs with specifics
email and reply patterns. Since these pairs do not represent
a large part of the dataset, we trained the dataset with this
”wrong” data.

• discuss the process to filter out wrong data
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